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Marvel, a nuclear-driven shock-tube experiment, consisted of a 2.2-kT nuclear explosive 
detonated 176 meters underground at one end of a I22-meter long, I-meter diameter hori­
zontal tunnel. Vaporization of material in the immediate vicinity of the explosive provided 
the source of high-energy driven gas. The driven gas was the ambient atmospheric air in the 
tunnel. Marvel was conducted as an experimental and calculational study of the time-de­
pendent flow of energy in the tunnel and surrounding alluvium. This paper describes (1) the 
design of Marvel, (2) the dynamic and postshot experimental results, and (3) a numerical 
simulation of the experiment. Experimental and calculational results indicate the following. 
The high-energy air shock traveled down the· tunnel nearly 50 times faster than the shock 
in the surrounding alluvium. Over the firSt 30 meters of the tunnel, the shock had a velocity 
of approximately Mach 380; during its 4-msec transit of the I22-meter tunnel, it attenuated 
to approximately Mach 30. Significant ablation of material from the tunnel walls had the 
primary effect in attenuating the air shock. The source energy was ,Preferentially channeled 
down the tunnel, and a cone-shaped cavity resulted. 

Marvel, a nuclear shock-tube experiment, con­
sisted of an air-filled, horizontal tunnel 1 meter 
in diameter and 122 meters long, at a depth of 
176 meters below the surface. A 2.2-kT nuclear 
energy source was located at one end of this 
tunnel. The Marvel experiment was directed 
by the Lawrence Radiation Laboratory and 
conducted at the Atomic Energy Commission 
testing facility near Mercury, Nevada. . 

We have developed experimental and calcu­
lational experience with nuclear energy sources 
that were placed in nearly spherically sym­
metric initial geometries. These sources .have 
been located at specific depths to produce either 
cavities [Rodean, 1968; Butkovich, 1965; Rog­
ers, 1966] or craters [Cherry, 1967] in various 
geological media. Marvel was located well below 
crate ring depth in alluvium. The purpose of 
Marvel was to develop improved experimental 
and calculational capabilities for understanding 
the propagation of energy in a nonspherical ini­
tial geometry. 

Before Marvel, it was not known whether a 
nonspherical initial geometry would result in 
significant nonspherical energy deposition. If the 
energy deposition were sufficiently nonspherical, 
the pattern and intensity of the outgoing shock, 
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the cracked regions, and the final cavity shape 
would also be nonspherical. Thus, by suitable 
design of the initial emplacement configuration, 
iJ might be possible to produce cavities and 
cracked regions in other than spherical shapes. 
For instance, the deposition of nuclear energy 
could be tailored to local geological conditions 
for mining, gas stimulation, and other applica­
tions GRodean, 1968; Butkovich, 1965]. 

Marvel was an initial Plowshare effort in non­
spherical source studies. Consequently, the de­
velopment of new experimental techniques was 
required to monitor the exotic range of gas­
dynamic flow variables encountered. 

If the surrounding medium is not severely 
layered, an experiment can be simulated nu­
merically by one-dimensional calculations until 
the shock reaches the surface. However, the one­
dimensional approach is not adequate for non­
spherical experiments. The flow of high-energy 
gas from the source region and the propagation 
of the shock wave into the surrounding solid 
medium are two very different types of flow. To 
simulate these two flows, a calculation was de­
veloped that simultaneously considers the basic 
physics of high-energy gas dynamics and of rock 
mechanics. 

A dominant feature of Marvel was the com­
bining of ideas from both the calculational and 
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experimental disciplines throughout the experi­
ment. For instance, in the design and construc­
tion of Marvel, great care was taken to achieve 
an 'ideal calculable shock tube,' that is, a smooth 
tunnel surrounded by homogeneous media (al­
luvium) with a minimum of discontinuities. This 
was done in order to minimize the assumptions 
required for numerical simulation of the ex­
periment. 

In addition to the design and construction of 
Marvel and the dynamic and postshot experi­
mental results, this paper describes the numeri­
cal codes, the initial conditions for the calcula­
tions, and the results of the calculations. 

1. GENERAL DESIGN AND CONSTRUCTION 

OF THE EXPERIMENT 

The original excavation for Marvel consisted 
of a vertical access shaft 1.2 meters in diameter, 
which terminated at a depth of 176 meters be­
low the surface in a working room with dimen­
sions approximately 6 X 4 X 4.5 meters high 
(see Figure 1). Later, the nuclear energy source 
was placed in this room at a position designated 
as the 'working point' in Figure 1. A main drift 

Light-pipe 
photo detector 
instrume ntation 
(in side alcoves) 

Luminosity instrClmentation 

with a cross section of 1.5 X 2.1 meters was 
excavated horizontally for approximately 122 
meters from the working point. Four alcoves, 
each 6 meters long and 1.5 X 2.1 meters in 
cross section, were excavated at right angles to 
and off the main drift. The centers of these al­
coves were located at clistances of approximately 
30, 61, 83, and 102 meters from the working 
point. At the end of the main drift, a fifth 
slightly larger alcove was located in line of sight 
with the working point. The fifth alcove was 
used for early-time luminosity measurements. 
The results of these measurements have been 
reported [Glenn and Crowley, 1970]. 

Vertical cased holes for instrumentation cables 
were drilled from the surface to the back of 
each alcove. When instrumentation of the al­
coves was completed, the alcoves and vertical 
cable holes were solidly backfilled with a grout 
that closely matched the density of the sur­
rounding alluvium (-1.7 g/cm"). After back­
filling, only a volume of approximately 10 m" in 
the end of the fifth alcove remained, which 
permitted access by personnel at a later time. 

To construct the final tunnel, 0.45-meter sec-

-

Working room 

176 m 

Fig. 1. General design of the Marvel experiment. 
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tions of circular Transite pipe (1.0 meter i.d., namic shock (i.e., the emerging shock would 
1.07 meters o.d.) were placed along the 122- span the diameter of the canister); and (3) the 
meter drift (Figure 2). In addition, five wall initial shock starting into the alluvium from 
sections containing chemical tracers were located the working point would be cylindrical. These 
at specific distances from the working point. requirements on canister design were made in 
Details of these tracer sections and their use order that the assumptions required to model 
in obtaining ablation information are discussed the energy source region numerically would be 
in the next section. All the Transite and tracer minimized. The canister design was achieved 
sections were carefully joined with epoxy ce- by studying the effects of the arrangement of 
ment. A final examination of the 245 Transite various materials within the canister on nu­
and tracer sections in the assembled 122-meter merical calculations (L. A. Rogers, private com­
tube showed an average offset in the joining of munication, 1968; G. Pelsor, private communi-
the sections of less than 0.3 cm. The remaining cation, 1967). 
portion of the drift outside the Transite tunnel After installation of the nuclear energy source, 
was then completely backfilled with the density- the working room was completely sandbagged. 
matching grout. The main access shaft was then stemmed with 

The energy source was placed in a specially gravel. 
designed cylindrical canister, 1.0 meter in di- Thus, considering practical limitations (see 
ameter and 1.5 meters long. This canister was Figure 2), great care was taken to achieve an 
so designed that when the shock left the can- 'ideal-calculable-shock-tube' design with a homo­
ister (1) the energy source would be homogen- geneous source and no significant discontinui­
eous (i.e., the pressure would be nearly the ties in either the final tunnel or the surround-
same throughout the canister); (2) the shock ings. As discussed in Section 3, this design is 
down the tunnel would be a plane hydrody- readily adaptable to numerical modeling. 

Fig. 2. Installation of the Transite pipe in the 
main drift. The concrete trough was first poured 
and cast to facilitate proper alignment of the 
Transite pipe sections. 

2. ExPERIMENTAL MEASUREMENTS 

Dynamic Measurements 

Instrumentation for obtaining dynamic data 
was installed along the 122-meter tunnel as well 
as in the alluvium above the detonation. The 
tunnel instruments included: (1) light-pipe pho­
todetector systems [Glenn and Crowley, 1970] 
and tourmali.ne crystal gages; (2) slifers [H eu­
sinkveld and Holzer, 1964] along the tunnel as 
well as perpendicular to the tunnel into the 
four alcoves; (3) stress-history gages in each 
of the four alcoves; and (4) specially designed 
cavity gas-pressure instrumentation at a posi­
tion 100 meters from the device. The free-field 
alluvium instruments included slifers and stress 
gages placed in a vertical instrument hole par­
allel to the access shaft and 9.8 meters from the 
working point. Figure 3 shows the relative posi­
tions of the instrumentation used to measure 
the dynamics of the shock. 

Air-shock time-oj-arrival detection at the tour 
alcoves. The time of arrival (TOA) of the air 
shock down the tunnel was determined at each 
of the four alcoves with a light-pipe photo de­
tector system. A tourmaline crystal gage was 
mounted adjacent to these optical systems in 
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Access shaft 

Free-field instrumentation hole 
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Pressure 

~ Stress history gage s 
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Fig. 3. Location of the slifers and stress-history gages. 

the first and third alcoves to provide inde­
pendent TOA checks. Figure 4 presents the 
results for these measurements; details have 
been reported by Glenn and Crowley [1970]. 

Slifers . Seven slifers were used to measure 
shock arrival in the tunnel and alcoves, and all 
produced useful data. Each slifer sensing cable 
was 12.2 meters long. The cables along the 
sides of the tunnel were buried 5 to 12 cm from 
the inside surface of the tunnel. The cables 
were wrapped with lead foil to inhibit radiation­
induced ionization of the cable ahead of the 
shock wave. 

Cavity gas-pressure instrumentation. In al­
cove no. 4 (100 meters from the device) a pres­
sure-measuring system was installed (in a sur­
plus 16-inch naval gun barrel). There was a 
silicone oil coupling between the tunnel and the 
pressure gages. The purpose of this system was 
to measure the late-time pressure in the cavity 
and tunnel (up to a few minutes after the shock 
bad passed). The fluid coupling protects the 
pressure gages from the hot, radioactive gases. 
Two 100-kpsi-range gages and one 15-kpsi­
range gage were used in the system. The 15-
kpsi gage was located behind an orifice system 
designed to cut off the peak of the initial shock 
pulse and prevent overranging of the gage. 
This gage was to record the low pressure in the 
cavity after the initial shock wave. It was hoped 
that the very heavy hardware would protect 

the electronics and signal cables through the 
shock wave, but the system failed at about 17 
msec, presumably from ground motion that 
resulted in severed signal cables. The 100-kpsi 
variable-reluctance pressure gage went into 'res­
onant saturation' with the onset of pressure. 
The 100-kpsi, bridge-type pressure gage per­
formed well and recorded the signal shown in 
Figure 5. The 15-kpsi bridge gage gave little 
information because it was behind an orifice 
whose mechanical time constant was 3 msec. 
These pressure data are also given in Table 2, 
section 3, where a, comparison with the calcu­
lations is made. 

Free-field measurements. Two slifers were 
placed in the instrument hole that intersected 
the tunnel at 9.8 meters from the device. Both 
of these slifers gave good results. In addition, 
four piezoelectric stress gages were placed in 
two locations in this instrument hole (see Fig­
ure 3). These free-field data are also presented 
in section 3, where a comparison with the cal­
culations is made. 

To determine the position of the shock wave 
in the tunnel from the slifer closure, two cor­
rections were made, one for the travel time of 
the shock from the tunnel to the cable, and 
another for the time it takes the cable to col­
lapse after impact of the shock wave. Four of 
the slifers were placed with part of the cable 
along the tunnel and part of the cable turning 
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the corner into the alcoves, where the cable There were three gages in the first alcove; two 
was perpendicular to the tunnel. Agreement of of these were oriented radially to the tunnel, 
the TOA data for the slifers, piezoelectric and the third (in the back of the alcove) was 
gages, and light-pipe photodetector system is radial to the device. The other three alcoves each 
illustrated in Figure 4. contained a gage oriented radially to the tunnel 

The segments of the slifers located in the and at a distance of 1 meter from the center 
alcoves provided TOA data of the radial shock line of the tunnel. All alcoves were filled in with 
front in the grouted alcoves. These data are alluvium-matching grout. Figure 3 also indicates 
presented in Figure 6. the locations of the stress gages. The TOA data 

Stress history measurements. Six piezoelec- from the gages are given in Figure 6. Many of 
tric stress gages were placed in the four alcoves. the gages recorded multiple shock pulses, but 
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Fig. 5. Cavity gas-pressure instmmentation 
gage signal from alcove 4: lOO-kpsi-range Norwood 
gage, 2 msec/cm, 25 kpsi/cm. 

Figure 6 shows only the initial pulses. Further 
details of these stress-gage measurements are 
given in Table 2 in section 3, where a compari ­
son with the calculations is made. 

Posts hot Measurements 

Chemical tracer distribution. Five chemical 
tracer sections were fabricated and mounted at 
different locations along the tunnel to determine 
the quantity of wall material ablated by the 
passage of the shock wave and flow behind the 
shock. Each section was a I-meter i .d., 6.1-
meter long laminated right circular cylinder 
composed of two separate concentric layers con­
taining different tracers. The thickness and 
quantity of tracers in each layer varied with 
location along the tunnel. The tracers were com­
mercial-grade chemicals mixed with cement to 
form a loaded grout or concrete. Figure 7 and 
Table 1 show the locations of each section, 
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Fig. 6. Slifer and stress gage TOA data for shock­
front position in the alcoves. 

thickness of the layers, and different tracers 
u ed. The inner layer for each section was the 
tunnel wall. Consequently, ablation of the inner 
layer had to occur before ablation of the outer 
layer could begin. 

Mass spectrometer analyses of the postshot 
drill samples are shown in Figure 7 for the first 
three sections (L. A. Rogers, private communi­
cation, 1968). Tracers from these sections were 
distributed all along the tunnel, with the high­
est concentration at the 90- to lOa-meter posi­
tion. This position corresponds to the stagnation 
location of the flow discussed later. Results for 
the last two sections (not shown) indicated that 
only a small quantity of the inner layer was 
ablated. 

Cavity formation and the subsidence crater. 
Chemical analyses of refractories from post­
shot drill cores suggested a significant non­
spherical shape for the final cavity geometry 
just prior to collapse. The e},.'tent and relative 
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Fig. 7. The chemical tracers and their distribu­
tion. Upper figure: Location of chemical tracers in 
the tunnel and location of postshot samples. Lower 
figure: Analysis of the final tracer distribution. 
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TABLE 1. Chemical Tracers and Ablation Results 

Layer Tracer 

A* Co 

B Bi 

A* Ta 

B Sn 

A* Sb 

B Mo 

A* Ag 

B Cd 

A* Hg 

B As 

* Adjacent to the tunnel air. 
t Inferred from Figure 7. 

Distance 
to Center 
of Tracer 
Section, 
meters 

6.1 

21.4 

39.6 

70.2 

119 .0 

dimensions of the cavity at that time are illus­
trated in Figure 8 (L. A. Rogers, private com­
munication, 1968). Further evidence of the 
nonspherical cavity growth is given by the asym­
metric subsidence crater shown in Figure 9. The 
shot point was directly below the north edge 
of the concrete access-shaft pad, and the tunnel 
ran west, parallel to the cable tray. Thus the 
collapse crater extended at the surface from a 
few meters east of the shot point to approxi­
mately 60 meters along the tunnel. 
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3. NUMERICAL SIMULATION 

Numerical Codes 

To consider simultaneously the t ime histories 
of the two shocks, down the tunnel and into 
the surrounding alluvium, the Tensor-Pull 
[Crowley and Barr, 1971] code ' was developed. 
Tensor-Pufl is the combination of two finite­
difference codes, Tensor [Maenchen and Sack, 
1964] and Pull [Crowley, 1967]. These codes, 
which increment the partial differential con-
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Fig. Shape of the cavity before collapse, inferred from the postshot drilling data. 

, 

...... 



j 

ANALYSIS OF MARVEL 3363 

Fig. 9. Subsidence crater formed when the cavity collapsed. (View is to the southwest.) 
The square concrete block (left center of photo), now partly slumped into the crater, is the 
access-shaft pad. The shot point was directly below the north edge of the pad. The cable tray 
stretches from the pad along a path nine meters north of the tunnel. The crown block in the 
upper right corner lies directly above the end of the 122-meter tunnel. Along the cable tray 
are cable holes to the four instrument alcoves. 

servation equations of continuum dynamics with 
respect to time, are based on the von Neumann 
and Richtmyer [1950J technique for the calcu­
lation of hydrodynamic shocks. The codes are 
discussed briefly below. 

The Pufl conservation equations, which are 
shown in appendix A, are cast in 'pipe' geom­
etry, where radial gradients are assumed to be 
negligible. Puf! zones are allowed to have mass 
sources or sinks; hence they are said to be 
'almost Lagrangian.' To simulate the ablation 
process, auxiliary equations are used to calcu­
late a heat sink and a mass source. In addition, 
an attempt is made to describe the radial turbu­
lent diffusion of mass that enters from the walls 
of the pipe. 

The Tensor equations are cast in the two­
dimensional, cylindrically symmetric Lagrangian 
form. The equations consider the complete two­
dimensional stress tensor composed of isotropic 

and deviatoric parts. Strain rates are calculated 
from the velocities, a.nd stresses are obtained 
from the strains. General equations of state and 
other material properties such as the bulk and 
rigidity moduli may be used. Such effects as 
plastic yielding and fracture can also be con­
sidered. Tensor is used to simulate the alluvium 
off the axis of symmetry that surrounds the 
source region and the tunnel. 

Tensor and Pufl are linked along their com­
mon boundary on each staggered time cycle in 
the CDC 6600 computer. They are run as two 
independent codes, with each supplying the 
other with the current boundary conditions. 
Pufl is entered and calculates pressures that it 
supplies to Tensor along the common boundary. 
Tensor is then entered and uses the pressures 
to calculate new radii, which are used by Puf!. 
Some details regarding this link are discussed 
by Crowley and Barr [1971J. 
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Initial Conditions 

The initial conditions used in Tensor-Pufl for 
the numerical simulation of Marvel are shown 
in Figure 10. Each Pufl zone extends between 
the axis of the tunnel and the inner wall of the 
tunnel. Initially, the Pufl zones are all 0.5 meter 
in radius. Axially, many Pufl zones are placed in 
each of the four material regions. Region 1 con­
sists of alluvium and extends from -180 meters 
(minus infinity) to -0.75 meter. Region 2 is 
the source region that represents the homo­
geneous energy-source canister and consists of 
high-energy gas between -0.75 and +0.75 me­
ter. Region 3 is the atmospheric air in the tun­
nel that extends from the end of the canister 
(zero point) to the end of the tunnel, + 122 
meters . Region 4 is again alluvium, from + 122 
to +300 meters (plus infinity). Tensor extends 
from -180 to +300 meters in the axial direc­
tion and from 0.5 to 180 meters (the surface) 
in the radial direction. All the two-dimensional 
array of cylindrical Tensor zones is alluvium. 

The same material description for alluvium, 
which is based on an initial, average, in situ 
density (Po) of approximately 1.7 g/cm", is used 
in Pufl and Tensor. During the early preshot 
operations, sound speeds were obtained in the 

+180 

alluvium between approximately 1000 and 1200 
m/sec. Samples of the alluvium indicated a 
water content of approximately 5 wt %. 

The pressure versus p. (p. = (p/ po) - 1 = 
compression - 1) curves up to 40 kb shown 
in Figure lla are provided by D. R. Stephens 
(private communication, 1969). Stephens ob­
tained the curves by estimates based on his 
previously acquired data for alluvium [Stephens 
et al ., 1970J . 

Shock Hugoniot data for various initial den­
sity alluviums exist in the literature. We con­
sidered the P-p. data of McQueen and Marsh 
[1961J, Bass [1966J, Shipman et al. [1969J, 
Petersen et al. [1969J, and Bass et al. [1963]. 
When the compressions given in these reports 
are all adjusted for an initial density of 1.75 
g/cm", the array of data shown in Figure lla 
results. It is not clear whether this type of 
initial density adjustment is the best way to 
handle the data from different densities. How­
ever, it was felt that no one set of the data at 
one density was sufficient. Between 40 kb and 1 
mb, we chose the smooth P-p. curve through the 
data points shown in Figure lla. 

To obtain higher pressure values, the P-fL 
curve was extrapolated. This extrapolation was 
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Fig. 10. Initial conditions used in Tensar-Pufl cade far the numerical simultatian of Marvel. 
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Fig. lia. Consolidated and crushed P-p. curves for Marvel alluvium. 
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performed by continuing to increase the steep­
ness of the P-J.L cunre slightly until, at 100 mb, 
J.L = 2.25. Preliminary calculations like those 
described here were performed, considering ex­
trapolations to J.L = 2.0 and J.L = 2.5 at P = 

100 mb. At 100 J.Lsec, the results of these two 
calculations were virtually identical with pres­
sures in the cavity less than 1 mb. Thus, we feel 
that although the extrapolation used here (J.L = 
2.25 at P = 100 mb) is not based on experi-
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Fig. lIb. Details of lower-pressure portion of 
consolidated and crushed P-JJ. curves for Marvel 
alluvium. 

mental data or theory, it may be adequate for 
the numerical simulation of the alluvium sur­
rounding Marvel. 

The initial slope of the loading P-p. curve 
indicates a bulk modulus of k ::::: 18 kb. By 
use of k = 18 kb and the average measured 
sound speed of 1200 m/sec, a rigidity modulus 
of 6.5 kb is obtained. In order to minimize the 
rigidity of the material after it is considered to 
be crushed, a Poisson's ratio IT of 0.49 is as­
sumed. This high ratio results in a lower rigidity 
modulus than that calculated for the consoli­
dated material where IT ::::: 0.34. An estimated 
yield curve for this very weak alluvium is 
shown in Figure Hc. 

There was some concern that the density-
matching grout that was used to backfill the 
drift would continue to release heat into the 
tunnel air after the access hole had been sealed. 
However, temperature sensors located in the 
grout registered nearly constant temperatures in 
the range of 100° ± 20°F for the three-week 
period before the shot date (Guido, personal 
communication, 1968). A HO°F temperature, 
HOO-meter altitude, an estimated 0.9-bar pres­
sure, and a density of 1.1 X 10-' g/cm· were 
used as the initial conditions for the tunnel air. 

An equation of state for air of the form p = 
! (e), where pressure is a function of specific 
internal energy, is used in the calculations. This 
equation of state, which is shown in Figure 12, 
was obtained from air data at low energies 
[Gilmore, 1955J and shock relations at higher 
energies [Fenter, 1961J. Over the range of air 
densities encountered in Marvel (p ::::: 10'" to 
10-' g/cm3

), the pressure at a given specific 
energy is essentially independent of density; 
therefore the density dependence in the equa­
tion of state is neglected. An auxiliary equation 
of state, T = !(e), which is shown in Figure 13, 
is used to obtain the air temperature for calcu­
lating the radiative heat flux. A table [Bond 
et m., 1965J for Rosseland mean opacity, KR = 
f(T, p), is used for air. 

The 2.2-kT yield of Marvel was designed to 
be initially distributed homogeneously in the 
source region of volume 1.2 X 10· em'. This 
gave an energy per unit volume of (f) 7.6 X 
1013 ergs/ em'. The mass of the total source­
region canister was approximately 1.6 X 10· 
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Fig. lIc. Estimated yield curve for the very 
weak Marvel alluvium. 
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grams, which indicates an initial density of 
p = 1.3 g/ cm'. 

A variety of other materials was present in 
the source region, and an accurate equation of 
state for this region would be difficult to obtain. 
Therefore, to simulate the first 100 II-sec of the 
source region, a constant value for y was used 
and the pressure was calculated by p = (y - 1) 
p •. Two calculations with y = 1.5 and 1.7 were 
performed, which gave nearly identical results 
at 100 Jl-Sec. The larger y gave larger initial 
pressures, which acted to drive the shock down 
the tunnel faster. However, the larger pressure 
also acted to push out the walls of the cavity 
and tunnel at a more rapid rate, thereby reliev­
ing itself faster . 

One-dimensional studies [Butkovich, 1967J 
indicate that within about 100 Jl-Sec, the ground 
shock from a 2.2-kT energy source can vaporize 
approximately 150 tons of alluvium. During this 
initial vaporization period, the various gases in 
the source are undoubtedly undergoing a very 
violent mixing. Within a few tens of micro­
seconds, the source region contains a much 
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Fig. 12. Equation of state for air used by 
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Fig. 13. Relationship used in Pufi to obtain 
temperature for a given specific internal energy. 

larger mass of vaporized rock than the initial 
mass of source-region materials. The source 
region gas may then be represented by an 
equation of state for 8iO. [Butkovich, 1967J. 

At 100 p'sec, the two calculations with y = 
1.5 and 1.7 indicate a radial vaporization con­
tour that corresponds favorably to the 150 tons 
of vaporized mass indicated by the one-dimen­
sional calculations. Because a considerable 
amount of vaporized rock gas is undoubtedly 
mixed with the source-region gases by 100 
Jl-Sec, and because Tensor zones at present have 
no provision for varying their masses, these 
constant y calculations were terminated at 100 
p.sec. 

The Pull and Tensor results at 100 p'sec were 
combined, and the problem was rezoned to in­
clude the vaporized wall material in PuB.. This 
combination was performed by conservation of 
internal energies, momentums, and total masses 
of the vaporized material over each of about 75 
axial sections of the problem. These rezoned 
conditions, which are shown in Figure 14, rep­
resent Marvel at 100 p.see. These conditions are 
used as the initial conditions for the remaining 
calculations. 

Calculations and Comparison with Data 

The remaining calculations simulate the air 
shock and Bow of gas down the tunnel. By 
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comparison of various calculational results, the 
relative effects of radial expansion, heat trans-
fer, and mass entrainment can be observed. 

The first calculation, TP1, is an idealized case 
and may be used as a basis for comparison. In 
TP1, the friction, heat transfer, and mass addi­
tion terms were suppressed by setting C, = 
CT = Cu = 0 and 1) = co in equations A1-A6. 
As seen in Figure 15, air-shock velocity in this 
calculation is nearly un attenuated. The slight 
attenuation observed in this calculation is due 
to radial expansion of the cavity and tunnel 
walls, which reduces the pressure behind the 
shock. For comparison, the data from Figure 8 
are also shown. 

In the second calculation, TP2, the effect of 
heat transfer in attenuating the air shock is 
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meters 

investigated. As mentioned in section 1, the 
average offset in joining the sections of the 
tunnel was less than 0.3 cm. The 0.3-cm offsets 
were treated in the calculations as an average 
roughness, rather than as discontinuities. An 
estimate of 0.3 cm as the maximum surface 
roughness k. gives a radius-to-surface-roughness 
ratio, r/k. = 170. For turbulent flow with 
r/k. = 170, a dimensionless coefficient of fric­
tion of C,/2 = 0.003 is reasonable [Schlichting, 
1960]. Invoking Reynolds's analogy (which as­
sumes that the 'same mechanism induces the 
transfer of heat and momentum in turbulent 
flow), the dimensionless coefficient of heat 
transfer Cu is assumed to be Cu = C,/2 = 
0.003. These values are used for the dimension­
less coefficients in the TP2 calculation. By 
setting the turbulent transpiration coefficient 
1) = co in TP2, mass addition is suppressed, 
and the effect of heat transfer may be examined. 

Shock-arrival results from TP2 are shown in 
Figure 15, where it is seen that without mass 
addition , heat transfer does not account for the 
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Fig. 14 shows (a) pressure, (b) density, and 
(c) velocity conditions representing Marvel at 
100 p,sec. These conditions are used as initial con­
ditions for the Tensor-PuB. calculations that simu­
late Marvel at later times. 

experimentally observed attenuation of the air 
shock. In this calculation, approximately 5% 
of the initial energy was thermally transferred 
to the walls of the tunnel during the 1.85 msec 
it took the shock to travel 122 meters down the 
tube. This heat transfer was due almost exclu­
sively to the turbulent convective heat flux. 
During this same interval, approximately 50% 
of the total initial energy was deposited in the 
surrounding alluvium by the radial ground 
shock. 

Heat fluxes were also considered in the last 
two calculations, TP3 and TP4j in addition a 
mass flux was calculated by use of equations A5 
and A6, with a turbulent transpiration coeffi­
cient of 'TJ = 0.2 [Rose and Offenhartz, 1959]. 
Figure 15 indicates that in comparison with the 
experimental data, too much attenuation is 
taking place too soon in the TP3 calculation. In 
TP3, the ablated mass is allowed to instantane­
ously enter and homogeneously mix within a 
total Pufl zone. Reasonable variations in the 
value of 'TJ did not substantially alter these TP3 

results, which indicated too much attenuation 
was taking place too soon. 

The TP4 calculation is exactly like TP3, ex­
cept that an attempt was made to treat radial 
turbulent diffusion of ablated wall material (see 
appendix B), as opposed to its instantaneous 
mixing. Figure 15 indicates that the TP4 cal­
culation more closely matches the experimental 
data at late times than does the TP2 calc!lla­
tion. 

The TP3 and TP4 calculations indicate that 
mass addition was significant in attenuating the 
flow of high energy down the tunnel. Compari­
.son of these calculations indicates that the 
time-dependent mixing prescription (TP4) is 
more realistic than the instantaneous mixing 
(TP3). However, the data indicate that even 
less mixing should be occurring at early t imes 
than is calculated by the TP4 calculation. This 
suggests a pressure dependence for the mixing 
rate that would require longer times for mixing 
when the pressure inside the pipe is high than 
when the pressure is low. Uncertainties in the 
time dependence of the radial turbulent diffu­
sion of ablated material and the accuracy of the 
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ablation parameters limits the accuracy of shock (1) pres ures in excess of 100 bars, (2) pressures 
prediction, particularly with one-dimensional in excess of 400 bars, and (3) peak pressures. 
calculation. In the following, the TP4 calcula- The magnitude of the peak pressure is indi-
tion is used for comparisons with the experi- cated at each position. The TP4 calculation was 
mental data that was discussed in section 2. terminated at 20 msec. However, when extrap-

Experimental shock TOA and the peak mean olated, the calculation indicates the peak pres-
stress obtained from the stress-history gages that sure and appears to be in agreement with the 
were located in the four alcoves, are given in later time measurements (for both arrival and 
Table 2. Table 2 also includes data from the magnitude of the pressure) from the two gages 
cavity gas-pressure instrumentation in the located at 29.3 meters. 
fourth alcove. Results from the TP4 calculation Generally, the TP4 calculation compares 
are given in the last two columns of Table 2. favorably with the experimental measurements 
At locations farther from the tunnel, the rise from the alcoves (Table 2) and the 'free field' 
time of the pressure pulse is greater. Therefore, (Figure 16). This comparison in the surround­
for consistency, the shock arrival time from ing media is sparse; a more complete compari-
the calculation is taken to be the time at which son along with more data would have been 
a pressure of at least 400 bars arrives at the desirable to put the calculations on a firmer 
specified location. The calculated peak pressures basis. However, we believe that the existing 
and their arrival times are given in the last col- comparison indicates that the calculations rea­
umn of Table 2. sonably approximate the propagation of energy 

The experimental results of the two free-field into the surrounding media and that the energy 
slifers and the four stress-history gage measure- initially propagated from the canister into the 
ments are summarized in Figure 16. The two alluvium approximately 50 times slower than 
stress-history gages, which were located at a it propagated down the air tunnel. 
distance of 7.5 meters from the center line of Figure 17 shows the position-time history of 
the tunnel, saturated (>15 kb) at the time of the contact surface (the rock-gas-air interface) 
arrival of the ground shock. The two gages from the TP4 calculation. After the air shock 
located at 29.3 meters gave identical arrival reaches the end of the tunnel, a reflected shock 
times and similar peak pressures. Since the two propagates back up the tunnel and interacts 
gages were not saturated, their results are with the contact surface. This interaction im­
considered credible. Figure 16 also shows the cal- pedes but does not reverse any appreciable 
culated arrival times at specific positions for mass flow down the tunnel. Although the cal-

TABLE 2. Stress History Gages and Cavity Pressure Gage Locations and Data 

Distance Distance TP4 Calculational 
from from Experimental 

Centerline Working Peak 
Gage Alcove Directed of Tunnel, Point, TOA, rt., TOA,· Pressure, t 
No. No. Toward meters meters msec kb msec kb 

1 1 Tunnel 1.0 29.6 0.41 .. ·t ~0.4 >30 at ""0.5 
2 Tunnel 3 .6 29.6 1.74 ... t 1.4 >5.0 at 1.8 
3 Working 

point 6.0 29.4 5.75 0.5 4.0 ",,1 at 5.5 
4 2 Tunnel 1.0 59.7 0.92 .. ·t 0.9 > 15 at ",,1. 0 
5 3 Tunnel 1.0 81.4 1.53 •.. § 1.4 >7 at 2.2 
6 4 Tunnel 1.0 99.7 2.07 1. 75 2.0 ",,3 at 3.2 
CII 4 Tunnel 0.5 100.0 2.1 1.8 1.8 >5.0 at 2.0 

* Time of arrival for 400-bar pressme. 
t Peak pressure at time of arrival (msec). 
t Stress exceeded instrument range (15 kb). 
§ No data; gage inoperable. 
II Cavity gas-pressure instrumentation. 
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Fig. 16. Free-field measurements and calculated results for the vertical instrumentation hole. 

culations indicate that some mass flow reverses 
direction at late times, the amount is small. 
Thus, most of the mass flow should end up at 
roughly the farthest position attained in the 
tunnel. The higher concentration of ablated 
chemical tracers near the end of the tunnel 
(see Figure 7) appears to be consistent with 
this result. 

The TP4 calculation indicated that 4 X 101
• 

ergs of energy (approx. 5%) were transferred 
to the walls of the tunnel by heat transfer during 
the calculated 2.8-msec transit of the air shock 
down the tunnel. The calculation indicated that 
about Y2 ton of wall material entered the flow 
during this interval. The mass addition rate 
exponentially decreases with time, and at 20 
msec, approximately 1 ton of material had been 
entrained. Information from Table 1, which 
infers the amount of ablated material from the 
chemical tracers, can be used to estimate the 
amount of entrained wall material. Such rough 
estimates appear to be consistent with the 
I-ton value calculated by TP4 for the entrained 
wall material at 20 msec. 

At 20 msec, the TP4 calculation indicated 
that only a few per cent of the total energy 
was in kinetic energy. Most of this kinetic 
energy was located behind the shock front in 
the media (in Tensor) surrounding the tunnel, 
not in the tunnel gas (not in Pufl). In the cal­
culation, apprm.:imately 17% of the energy was 
located at an axial position beyond 22 meters 

down the tunnel. Since no postshot drill holes 
were dug into the side of the cavity away from 
the tunnel, the total volume of the final cavity 
can only be estimated. Let us generously assume 
that the final main cavity is spherical with a 
22-meter radius (the maximum radius indicated 
by postshot drill samples in Figure 7) and a 
volume of 4.5 X 10' m". The volume of the 
final tunnel beyond 22 meters also can be ob­
tained from the radii given in Figure 7; it is 
found to be about 6.7 X 10" m". This is approxi­
mately 15% of the estimated main cavity vol­
ume. Thus, assmning that energy scales like the 
volume, both the calculations and the postshot 
drill samples indicate that at least ,...., 15% of 
the energy was preferentially channeled down 
the tunnel. 

CONCLUSIONS 

By both calculation and experimental evi­
dence, the initial shock traveled outward in 
the alluvium at about 2 m/msec. This is over 
50 times slower than the initial 130-m/msec 
(Mach 380) velocity of the air shock. When the 
air shock reached the end of the tunnel (122 
meters, ,....,3.5 msec) , the shock in alluvium had 
traveled only 7.5 meters from the working point. 
The calculations and chemical-tracer analysis 
likewise agree that significant ablation occurred 
during the air-shock transit down the tunnel 
and that ablation has a primary effect in atten­
uating the air shock. 
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The experimental and calculational results 
indicate that the emplacement of a nuclear 
explosive in a nonspherical initial geometry can 
result in significant nonspherical effects on the 
surrounding media. In Marvel, approximately 
15% of the energy was channeled to distances 
beyond the main cavity radius. Energy was pref­
erentially channeled down the tunnel, pri­
marily because the velocity of the air shock 
in the tunnel was higher than the velocity of 
the alluvium shock. 

If the shock in the surrounding media were 
to get ahead of the shock in the tunnel, the 
developed pressure gradient (existing between 
the 1 bar of tunnel air and the higher pressures 
behind the alluvium shock) would act to close 
the tunnel. A closure of the tunnel would inhibit 
the preferential flow of energy down the tunnel. 
Thus, the equation of state and the other prop­
erties of the materials immediately surrounding 
the energy source and the conditions in the 
tunnel can both be significant in determining the 
distribution of energy. However, we feel that, 
in Marvel, the large density difference between 
alluvium and air had the first-order effect on 
the initial shock velocities and the preferential 
distribution of energy. Since the densities of 
rocks are comparable to alluvium (p ,...- 2 
g/cm3

), it is felt that performing Marvel in a 
different media would not result in a signifi-

the case.) However, other effects that are more 
strongly material dependent, such as the extent 
of cracking, may significantly differ in different 
types of rock. 

Whether significantly more energy could be 
channeled down a tunnel designed, for instance, 
twice as long as Marvel still remains to be 
answered. 

Since flow in the tunnel would scale approxi­
mately as the ratio of the length to diameter, a 
tunnel of significantly smaller diameter would 
cause a faster attenuation. If this attenuation 
is fast enough, the shock in the surrounding 
material might overtake the tunnel shock in 
some designed instances. In such a case, the 
energy distribution could be significantly differ­
ent. 

The favorable agreement of the experimental 
data with the numerical simulation indicates 
that the Tensor-Pufi code can be used as a 
predictive technique for similar emplacements. 

Marvel demonstrated the feasibility of hydro­
dynamically tailoring energy from a nuclear 
source. Economically tailoring nuclear energy 
for a particular application, such as mining or 
gas stimulation, is a fundamental goal of Plow­
share. 

ApPENDIX A . PUFL CONSERVATION EQUATIONS 

Pull Equations 

Conservation of ma.ss. 

ap I (' a v ) at = v -Pat + tf>m'S (AI) 

tf>m'S describes the change in density p due 
to the mass flux m'. The zone has a volume V 
and contacts the tunnel walls over a surface 
area. ~ is defined in appendix B. 

The momentum equation. 

:~ = ~ [tf> m'S(uw - u) - V :~ - TwSJ 

(A2) 

The axial particle velocity u is modified by: the 
entering mass, whose axial velocity is u .. ; the 
axial pressure gradient; and frictional stresses. 
T .. = liz Ctpu', and Ct is the dimensionless 

, 
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coefficient of friction. 

Conservation of energy. 

~~ = ~ {<f>m's[(u - uw)2/2 + (e w - e)] 

- P~~ + TwS lui + w} (A3) 

The specific internal energy, e, is modified by: 
the entering mass, whose specific internal energy 
is ew and whose velocity is u .. ; volume changes; 
irreversible dissipative work done on a zone by 
the tunnel surface stresses; and (H' = energy/ 
time) energy sources or sinks. 

Equation of state. The functions can be any 
equation or table for each material present. 

Heat transfer. The energy sink H' can be 
due to turbulent convective heat flux q. and a 
radiative heat flux qr. These heat fluxes transfer 
energy through the surface area S of the zone 
that is in contact with the tunnel walls. The 
heat fluxes are calculated by Bond, Watson and 
Welch [1965], Schlichting [1960], and Rose 
and OfJenhartz [1959] 

H' = - Seq. + qr) 

__ S(CH'YPU + 4uT
4 

) (A4) 
- 'Y - 1 3pKR(R/2) 

where P is pressure, U is particle velocity, y is 
the ratio of specific heats, Cn is the dimension­
less coefficient of turbulent heat transfer (the 
Stanton number), u is the Stefan-Boltzmann 
constant, T is the temperature of the gas, and 
KR is the Rosseland mean opacity, which is ob­
tained from a temperature- and density-depend­
ent table. 

Ablation mass flu.'C. The mass flux that enters 
the flow, m', is related to H' by 

where 

m' = 
H' 
Sq* 

(A 5) 

q* = E. + 7Jh (A 6) 

and q* is the energy required to ablate a unit 
mass of wall material, E. is the total specific 
heat required to vaporize wall material (E. z 
lOll ergs/ g for rock), h is the specific total 
enthalpy of the gas flow in the tunnel, and 7] is 
the turbulent transpiration coefficient (7] z 0.2 
for rock) [Rose and OfJenhartz, 1959]. 

ApPENDIX B. TURBULENT DIFFUSION OF 

ABLATED WALL MASS 

A set of hypothetical Eulerian regions are 
considered axially along the walls of the tunnel. 
When ablation starts in one of these regions, the 
time T. is noted. Then, at any later time T the 
time interval T. = T - T. can be calculated. 
T. is the time during which turbulent diffusion 
has carried gas a distance Y [Schlichting, 1960], 
measured from the wull, where 

Y = R{ 1 [1 _ T,u( ~~2) '/2T} 
= R[1 - (1 - [J)J2 (B1) 

and R is pipe radius, u is free stream velocity, 
C ,/2 is the dimensionless coefficient of friction, 
and all quantities are averaged over the PufI 
zones within a hypothetical Eulerian wall region. 

Until the mass leaving the wall diffuses to the 
center of the pipe, the calculated ablation mass 
flux has only a partial effect on the total Pufl 
zone. It is assumed that this partial effect is 
proportional to the volume of the Pufl zone 
that the entering mass occupies at any time. 
The ratio of the volume occupied by the enter­
ing mass to the volume of the inside of the pipe 
is denoted by cp and calculated for each Eulerian 
region by 

<f> = 1 - (R - y)2/R2 = 1 - (1 - [J)' 
(B2) 

The ablation mass fluxes, calculated for each 
Lagrangian Pufl zone by equation A5, are multi­
plied by the appropriate cp, depending on the 
Eulerian region in which the almost-Lagrangian 
Pu.fI zone is located. 
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